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Abstract-Image annotation is a promlsmg approach to 
bridging the semantic gap between low-level features and high­
level concepts, and it can avoid the heavy manual labor. Most 
existing automatic image annotation approaches are based on 
supervised learning. They often encounter several problems, 
such as insufficiency of training data, lack of ability in dealing 
with new concept, and a limited number of semantic concepts. 
Web images are massive, rich information, customized etc. 
Therefore, Web data is a potential repository to provide a 
sufficient source for semantic annotation. In this paper, we 
proposed a novel image annotation method based on Web data, 
which aims to utilize Web data to perform automatic image 
annotation. Web data, collected from several image search 
engine, are first preprocessed, clustered and mined to 
construct a concept clustering model. And then candidate 
annotation terms are extracted through the model for query 
image. Afterwards, a rank algorithm is designed to filter out 
noise terms. Finally, an update phase is implemented to 
improve the whole method. Evaluations on benchmark image 
datasets have indicated the effectiveness of our proposal. 

Keywords-image annotation; Web data; data ming; 
clustering; 

I. INTRODUCTION 

With the development of network technology, data 
compression technology and digital photography technology, 

the number of images and videos has exploded. How to 

retrieve and manage them presents a significant challenge. 
Recent studies reveal that semantic annotation for image 

or video is a promising approach to bridging the gap [1,2,3]. 
As presented by Hauptmann [1], automatic semantic 
annotation splits the semantic gap into two smaller gaps: (1) 

mapping the low-level features into the intermediate 

semantic concepts and (b) mapping these concepts into user 

needs. Annotation is exactly the first mapping. However, 

manual annotation for a large multimedia database is an 
expensive, time-consuming, error-prone and subjective 

process. So, automatic image or video annotation is the 
subject of much ongoing research, which has attracted a 
great deal of attention from both academic and industry in 

recent years. 
Existing automatic image and video annotation (also 

referred to as "high-level feature extraction", "semantic 

concept detection") can be roughly classified into two 
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categories: the model-based and data-driven methods. The 
model-based methods try to automatically assign concepts 

onto an image or a video shot by learning the relations 
between visual features and concepts. The model-based 
methods can be further divided two directions: generative 
models and discriminative models. Despite continuous 
efforts in researching new annotation methods, the 
annotation performance is usually unsatisfactory. A big 
problem they encountered is the lack of training data. They 

can only model a limited number of semantic concepts, 
which limits the application of them. 

In order to solve the problem of large-scale images and 

videos annotation, many data-driven works have been done 
in recent year, which automatically annotate images or 

videos by mining the Internet data. In [4], Antonio et al. 

utilized a large dataset of 80 million tiny images collected 
from the Web to perform object recognition. However, 

Antonio automatically downloaded Web-scale image set 
usually containing keyword-unrelated images which are too 
diverse and noisy to be directly used for image annotation. 
Furthermore, the system is mainly used to object and scene 
recognition, so it is not satisfied for semantic annotation. 

Another important work was done by Microsoft Research 
Asia [5,6,7]. Motivated by Web search technologies in many 

commercial systems, they developed several search-based 
image annotation methods, using Web-scale image database 
and unlimited lexicon. 

Web data is a potential repository to provide a sufficient 
source for semantic annotation. Data-driven methods based 
on Web data have attracted much research interest due to 
their effectiveness, practicability and an unlimited lexicon. 

However, this research area is still in its infancy and it is an 
under-explored field. We need to further investigate new 
schemes and frameworks to improve the effectiveness of the 

data-driven method. In this paper, we proposed a novel 
image annotation method, which aims to utilize Web data to 
perform automatic image annotation. The main contributions 
of this paper can be summarized as follows: 

(1) Apply the graph-theoretic clustering to Web data for 
denoising, clustering and constructing semantic concept 

model. 
(2) Propose a novel image annotation method. Different 



from the existing data-driven techniques [12], the proposed 
method offline processes and mines Web data collected from 
several image search engine to construct a concept clustering 

model. Moreover, it can be continuously upgraded; the 
effectiveness of image annotation can be increased gradually 

with the development of the update phase. 
(3) We demonstrate that it can obviously improve the 

effectiveness of annotation algorithm through offline 

deleting the noise data and mining the important terms in 
Internet data. 

The remainder of our paper is organized as follows. 
Section 2 lists some related work. In section 3, we describe 
the proposed method, and illustrate the key technologies. 
Some simulation results are presented in Section 4 and 
Conclusion is made in section 5. 

II. RELATED WORK 

In this paper, we proposed to apply the graph-theoretic 
clustering to Web data for denoising, clustering and 
constructing semantic concept model. In this section, we 
briefly introduce the graph-theoretical clustering algorithm 
used in the paper, dominant set clustering, for the 
convenience of the reader. 

Graph-based clustering has recently attracted more and 
more attention due to its clear intuitiveness, strong 
theoretical foundations, and successful applications in many 

fields such as video analysis and image segmentation 
[12,13,14]. Dominant-set clustering is a newly proposed 
algorithm that is based on a novel definition of clusters 

corresponding to dominant sets. It has low computational 
complexity, and it is flexible enough to allow online 
clustering [12]. 

In this paper, we utilize the dominant set clustering 
method [15,16,17] as the core of the method. We represent 
the data to be clustered as an undirected edge-weighted 

graph with no self-loops G = (V, E, w), where V is the 

vertices set, E is the set of weighted edges that link different 

vertices. The edge weights W reflect the similarities 

W 
between samples. Let lj be the edge weight between 

samples i and j ( wij:::: 0). As customary, the graph G is 
represented as the corresponding weighted adjacency matrix, 

which is the nxn nonnegative, symmetric affinity matrix A 

= (aij)' Where aij = Wi] , if (i, j) E E and 
aii 

= 0, Vi E 

V. The definition of dominant sets is as follows. 

Let S be a nonempty vertex set, where S !; V . For any 

vertex i E S, the average weighted degree of i relative to S 

is defined as 
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where lSi is the number of vertices in S. For a vertex 

j e S , the similarity (Ps (i, j) between vertices and j 

relative to S is defined as 

(Ps(i,j) = aij -awdegs(i) (2) 

Then, the weight W. (i) of i E S relative to S is defined as: 

{I, if lSi = 1 
W (i) = "A ( . ')W ( .) th ' (3) S L. 'f'S\{i} J, 1 S\{i} J , 0 erwlze 

The total weight of S is defined to be: 

W(S) = IWs(i) (4) 

w. (i) is calculated simply as a function of the weights 

on the edges of the subgraph induced by S. Intuitively, 
equation (3) indicates that, to examine the weight of i 
relative to S, the influence of set S\ {i} on i is examined. The 
more the influence is, the more the importance of i in S is. 

Based on the definition of the dominant set, Pavan and 
Pelillo gave a method to find dominant set. In their method 
[20], a dominant set is found by first localizing a solution of 
program with an appropriate continuous optimization 

technique, and then picking up the support set of the 
solution found. Given an edge-weighted graph 

G = (V,E, w) and its weighted adjacency matrix A, 

consider the following quadratic program: 

max!(x)=.!..XT AX 
2 

S.t. Xe {Xe R";X;::O and eT X=l} 
(5) 

X• • Let be a local solution of program (5), Let o-(x ) 
be its support: o-(x') = {i EX: x; :f. 0) . It is proved that 

the vertex support set 0-( X') corresponds to a dominant set 

in the graph. Then, a dominant set is found by solving (5). 
Pavan and Pelillo provided a method to indirectly perform 
combinatorial optimization via continuous optimization. 

The following dynamical system is used to solve (5): 

x (t+1)=x.(t) (MX(t»; 
I I X(t)T MX(t) (6) 

where t represents the number of iterations. It turns out that 

their stationary points satisfying Xi (t + 1) = Xi (t) [14]. 

III. AUTOMATIC IMAGE ANNOTATION METHOD BASED 

ON WEB DATA 

To improve the effectiveness of the image annotation, 
there are the following characteristics in our method. (1) 
Like [4], we first select an appropriate lexicon which 
contains 4 semantic concepts named as main-concepts, and 
then we use each term of the lexicon as search keyword to 



download Internet images and their textual descriptions. The 
lexicon and all textual descriptions can cover with the main 
semantic words as completely as possible. (2) The 
downloaded Web images are clustered to remove the 
worthless noise images by offline mode, and construct a 
concept clustering model. (3) The textual information in 
every cluster is analyzed and mined to generate some 
extended sub-concepts. These extended sub-concepts and all 
main-concepts are used as the semantic terms for to-be­
annotated images. (4) Based on the concept clustering model, 
we sufficiently utilize both visual features and textual 
information of Web images to annotate images. (5) An 
update phase is developed to continuously upgrade the 
proposed method. We will give the details of every step in 
the following sub-sections. 

A. Crawling Web data based on LSCOM lexicon 

To cover visual forms as completely as possible, we use 
the LSCOM ontology as the search lexicon to download 
Internet images. The LSCOM (a Large-Scale Concept 
Ontology for Multimedia) project has been sponsored by the 
Disruptive Technology Office (DTO) [18], which includes 
856 visual concepts jointly defined by researchers, 
information analysts, and ontology specialists according to 
the criteria of usefulness, feasibility, and observability. These 
concepts are related to events, objects, locations, people, and 
programs that can be found in general multimedia content. 
We selected 486 popular concepts as the query concepts. 

We selected Google image search engine, Picsearch 
search engine, Flickr search engine, Yahoo image search 
engine, Bing image search engine to search related Web 
images. We automatically download the first 250 images and 
the surrounding textual descriptions returned by each online 
search engine for each concept (main-concept) defined by 
LSCOM as search keyword. This method gathered about 
400,000 images and corresponding textual descriptions in 
total. 

B. Constructing Concept Clustering Model 

Although the search engines are independent, the 
duplicate images are inescapable. We removed all duplicate 
images by the content-based copy detection (CBCD) 
technology. CBCD extracts the unique feature information 
(content fingerprint) from the image, and then the duplicate 
images can be detected through its exclusive feature. In this 
paper, we utilized the ordinal measure to detect duplicate 
images. The image is partitioned into MxN equal-sized 
blocks. After sorting the average intensity values of blocks, 
each block can get an ordinal number. The vector in MxN 
dimensions with ordinal numbers of blocks is used as the 
fingerprint of the image. The rate of duplicate images is 
about 8% in our dataset. 

The images gathered by the engines are loosely labeled in 
that visual content is often unrelated to the query word. In 
the first 200 images, the accuracy of images returned by 
search engines is about 50% [9], hence, a postprocessing step 
is often required. Various methods exit for cleaning up the 
noise data by removing images visually unrelated to the 
query word. In this paper, we utilized dominant-set 
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clustering algorithm to clean up the noisy image and 
construct concept clustering model. 

Figure 1 shows the process of constructing clustering 
model. The downloaded Web images are split into N subsets 
according to their corresponding search concepts (main-

concepts). For each subset Cn , the corresponding affinity 

matrix Wn is computed, W ij indicates the similarity 

between i-th and j-th images. In this paper, we use Grid 
Color Moments (225-dimensional vector) and Wavelet 
Texture (48-dimensional vector) as the low-level features of 
image. 

Constructing Concept Clustering Model 
Images on Web 

� • 

_. "Iernet • • 

. 

COllcept Clustedng Model (Cel\1) 

Figure I. The process of constructing clustering model. 

And then dominant-set clustering is applied to w". Only 

high-quality clusters are needed for constructing concept 
clustering model, so dominant-set clustering is terminated 
when the number of vertex in a dominant set is smaller than 

a predefined threshold 8D• The vertexes un-included in any 

dominant sets are seen as noisy images and cleaned up. An 

empirical value of 8D is 80 to ensure the high quality 

clusters obtained. 

For the subset Cn of main-concept n, Kn dominant-set 

clusters {C!,C� , .. ·,C;n} are obtained. All main­

concepts' dominant-set clusters are put together to form the 
final concept clustering model (CCM). After dominant-set 
clustering, the number of images is reduced to 312,152 in 
our dataset. 

To improve the efficiency of the annotation system, we 
offline mined the textual descriptions of each dominant-set 
cluster to obtain its sub-concept set. To obtain these sub­
concepts, some keywords are first extracted from the related 
textual information of each image in the dominant-set cluster. 
We called the kind of keyword as "image keyword". Some 
sub-concepts are then extracted from "image keywords" in 
each cluster. These main-concepts and sub-concepts are the 
final source of image annotation. The extraction methods of 
image keywords and SUb-concept are described as follows. 
(1) Image keywords extraction 



Image keywords of each image are obtained from the 
textual description of it. After stop word removal and 
stemming, each word is ranked according to the similarity 

between the main-concept C; of the cluster and the word 

� . The similarity is measured as follows: 

Sim(C; , Wj ) = axSimc/oseness + (1-a)xSimWordNel (7) 

where 
Simcloseness represents the position similarity which is 

computed like equation (8), SimWordNet represents the 

semantic similarity. In the experiments, we set a = 0.5. 
Simc/oseness(Ci,W) = 

(8) 

where POSei (x) represents the position of the xth times 

occurrence of the main-concept C;, Posw (x) represents 
} 

the position of the xth times occurrence of the word W .  } 
Finally, the first 15 words with highest ranks are reserved 

as image keywords of the image. 
(2) Sub-concepts extraction 

Sub-concepts should reflect the discriminably semantic 
concept of the cluster. To extract sub-concepts, we first 
emerge all image keywords in each cluster into a document. 

K + K  +···+ K 
By this way, we will obtain 1 2 n documents. 
And then, sub-concepts are extracted by mmmg 

K + K  +···+ K 
the 1 2 n documents using, the standard text 
process technique, tf-idf method. The words with the highest 
tf-idf scores are selected as the sub-concepts for one single 
cluster. 
(3) Keyword correlation calculating 

To increase the efficiency of online annotation, we 
offline calculated the correlation between sub-concept and its 
main-concept. There are mainly two categories of calculating 
word correlation: the lexicon-based and statistics-based 
methods. The lexicon-based method utilizes a lexicon such 
as WordNet to measure correlation between words. The 
statistics-based methods are data-driven and attempt to find 
word correlation based on term co-occurrence. In [19], a 
Normalized Google Distance (NGD) is proposed to measure 
the word correlation. NGD uses the Google search engine to 
find the words' co-occurrence in the Web pages. In this 
paper, we utilized NGD to measure the correlation between 
keyword and its class name. The NGD between sub-concept 

Kj and its main-concept C; is calculated as follows: 

NGD(C,K.)= num(Ci,Kj) 
, } min(num(Ci),num(Kj» (9) 

where num( Cj, K;) represents the number of pages 

returned using both C; and Kj submitted as a query by 

Google search engine, and num(C;) and num(Kj) are 
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respectively the number of pages returned using C; and 

Kj as a query. 

Annotating Phase 

missed 
I 

Final Annotation Terms 

Figure 2. The blockgram of annotating phase 

C. Annotating Phase 

Figure 2 gives the blockgram of automatic annotation for 
one target image or keyframe Q. When the low-level feature 
of Q is input to CCM, it is decided the probability of the 
image falls into each dominant-set cluster in CCM. Referring 
to [15,16], the decision algorithm is described as follows. 

Let V be the affinity vector describing the similarities 

between Q and the existing images in the cluster C;n . Then, 

the probability p;n of Q falling into cluster C;n is defined 

as: 

K Ic;nl-I v·uKn 
Pnn =lc;nl+l(f(uKn) -I) (10) 

where IC;n I denotes the number of images in C;n , f (*) 

is the object function of the equation (5), and uKn is the 

vector whose vertex support set is C;n . We find, from all 

the clusters in CMM, the first five clusters with the largest 
probability values. We select all main-concepts and sub­
concepts related to the five clusters as candidate annotation 
terms for Q. Then the procedure of calculating the ranking 
value of each candidate annotation term is as follows. 

• The ranking value of each main-concept is 
calculated as follows: 

Rank(C; I Q) = Num(Q,CJ (11) 

where C; is main-concept, Num(Q, CJ is the 

number of clusters (in above five clusters) included 

in this main-concept (1 :::;; Num(Q, CJ :::;; 5). 



• The ranking value of each sub-concept is calculated 
as follows: 

• 

• 
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Rank(SCJ I Q) = Rank(C, I Q).NGD(C"SCj) (12) 

where SCj is sub-concept, NGD(Ci'SC) is the 

Normalized Google Distance between main­

concept C; and its sub-concept SCj , which has 

been offline calculated. 
Output the first N annotation terms with highest rank 
value. 
User selects the true annotation terms given by the 
method and adds other terms missed by a user 
interface. 

Give the final annotation terms for Q. 
----I Updating Framework 

Final :@1 1  
I • I 
I
@

I Annotation Terms 
I c' I 
I • I � I ' I 
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Figure 3. The Process of updating phase. 

D. Updating Algorithm 

After annotating an image, the method will automatically 
conduct an update step to upgrade the framework. Figure 3 
shows the process of updating framework, which is 
summarized as follows. 

• In final annotation terms, if there are new terms un­
containing in CCM (generally added by user), then 
use each new term as main-concept to download 
Internet images and surrounding text and construct 

the new concept model C:':i' like other concept 

model. 
• In the five clusters, if there are at least one 

probability value (calculated by equation 10.) of 
them being larger than zero, then we add the images 
into the cluster(s) and compute the cluster(s) again. 
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• Else if the probability values of all five clusters are 
less than zero, the image is added a temporary 

dataset T. In the temporary dataset, if the number of 

images containing the same term is larger than eN 
( eN =800), then use the term as main-concept, apply 

dominant-set clustering to these images and their 
annotation terms, and construct a new concept model 

CKn+2 n+2 • 
Thus, with the development of the active learning process, 

the framework can be continuously upgraded. 

IV. EXPERIMENTAL RESULTS 

To evaluate the effectiveness of the proposed method, we 
have implemented a prototype system and conducted a series 
of experiments. We use one benchmark dataset in 
experiments on image annotation: "Ground Truth Database 
(GTD)I" provided by the University of Washington. In GTD, 
there are 1,109 images and each has about five tags on 
average. 

For the performance metric, we adopted N precision and 
coverage rate to measure the annotation performance of 
different methods. Top N precision measures the precision of 
top N ranked annotation terms for one image. Top N 
coverage rate is defined as the percentage of images that are 
correctly annotated by at least one word among the first N 
ranked annotation terms [14]. 

PrecisionN = J.... L Correct _ i(N)/ N 
M lei (13) 

CoverageN = J.... LlsContainCorrect _ i(N) 
M lei 

Where Correct _ i(N) is the number of correct annotation 

terms in top N ranked annotation terms of image i. I is the 

test image set, and M is the number of images in test image 

set. IsContainCorrect _i(N) judges whether image i 
contains correct annotation terms in the first N ranked ones. 
For every annotation result, we manually check these 
annotation terms. 

For performance evaluation, we compare our method 
with the WordNet-based method (WordNet-based) and 
Search-based method (Search-based) similar to AnnoSearch 
[12]. In Search-based method, we first adopted Query-By­
Example (QBE) method to retrieve the similar images in our 
Web data set. And then the Search Result Clustering (SRC) 
approach was used to mine the common concepts from the 
descriptions of the retrieval images to obtain the final 
annotation terms. 

For GTD dataset, the precision and coverage rate of the 
"Top N" results are shown in Figure 4 and Figure 5. The 
three columns correspond to the proposed method, the 
Search-based method and the WordNet method, respectively. 
Our method is better than that of the other two methods. For 
top 3 precision, the proposed method is about 50% better 
than the WordNet-based method, and 17% better than the 

'http://www.cs.washington.edu/research/imagedatabase/groundtruth! 



Search-based method. For top 3 coverage, the proposed 
method is about 40% better than the WordNet-based method, 
and 18% better than the Search-based method. Each top N 
precision and coverage rate is also better than that of the 
other two methods. 
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Figure 5. Top N Coverage rate comparisons 
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Figure 6. Comparison of effectiveness between the dominant-set 
clustering and K-Means clustering 

To illustrate the effectiveness of the dominant-set 
clustering method, we also used the K-Means clustering 
method to construct a concept clustering model. Other parts 
had the same setup as the ID-MAF framework. Figure 6 
gives the comparison of "Top N' precision between the two 
clustering method for the GTD dataset. As shown in Figure 6, 
the dominant-set clustering method is obviously more 
effective than the K-Means clustering method. 
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